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Abstract

Shale resource plays are associated with low permeability; hence, hydraulic fracturing is required for their
stimulation and production. Even though considerable nonuniqueness exists in identifying favorable zones for
hydraulic fracturing, geophysicists seem to be avid followers of low-Poisson’s ratio and high-Young’s modulus
brittleness criteria, proposed a decade ago. We highlight the misinterpretation that one may run into in following
such a criterion for any shale play and develop a new attribute that makes use of strain energy density and
fracture toughness. Although the former controls fracture initiation, the propagation of fractures is governed
by the latter. Because hydraulic fracturing comprises both these properties, it is firmly believed that the new
proposed attribute could be used to highlight the favorable intervals for fracturing. Core data, well log curves,
along with mud logs have been used to authenticate the proposed attribute. Finally, computation of the new
attributes is implemented on the seismic data with encouraging results.

Introduction
Hydraulic fracturing in very low-permeability shale

formations enhances the flow of fluids with the propa-
gation of complex fractures through them and is being
used for their exploitation. However, the effective
propagation of complex fractures is dependent on a
rock’s ability to fail in a brittle manner. For this reason,
pockets in organic shale formations that exhibit higher
brittleness are selected for reservoir completion by way
of fracturing. One might argue that all rocks should fail
in a brittle manner when put under stress, because no
ductile behavior in rocks is expected, analogous to met-
als. However, not all rocks exhibit similar brittle behav-
ior; thus, we need to be able to quantify this property on
them. Consequently, different methods have evolved
over time that are based on (1) the mechanical proper-
ties of rocks, (2) their rock composition, and (3) the use
of elastic parameters characterizing the rocks. During
the past decade, as shale resource characterization has
come to the fore, the term brittleness has become a
buzzword. Interestingly, although we look for a way
to quantify brittleness of rocks, there is no universally
accepted definition or measurement of brittleness, and
more than two dozen methods (Jin et al., 2015) have
been suggested by different authors under the above-
mentioned three categories. The underlying assumption
in these methods is that a formation with high brittle-
ness is easy to fracture, which is not always true.
The methods in categories 1 and 2 above make

measurements or carry out analysis on rock samples
and use that information to compute a brittleness
measure. Methods under category 3 help determine
the elastic parameters from seismic data and after ap-
propriate corrections compute a brittleness measure.
Because these methods yield spatial distribution of
brittleness from 3D seismic data, they are found to be
attractive.

At the outset, the elastic parameters that are used in
these methods are discussed. Because Poisson’s ratio is
a measure of the geometric change in shape due to ap-
plied stress, or the resistance of a rock against deforma-
tion in the lateral and longitudinal directions, it is taken
as its strength. Young’s modulus is a measure of stiff-
ness of the rock. Both of these parameters are used
in the computation of brittleness, among others.

Determination of elastic parameters
Determination of elastic parameters can be done in

different ways. The first types of measurements are
those wherein the rock samples are loaded with known
stress magnitudes and the resulting strain amplitudes
are measured. A typical application of stress on a core
sample of the subsurface rock and studying how it fails
is called the uniaxial compressive test, in which the two
other stresses are zero (Figure 1a). Such a test yields
the unconfined compressive strength of the rock, which
can easily give away along the planes of weakness in
the core sample. A more preferred test is the triaxial
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compressive test (Figure 1b), wherein confining stress
is applied on the core sample and then the axial stress is
applied until it fails. While performing such tests, the
axial strain is noted as a function of the axial stress
and the two are then plotted. Figure 2 shows such a ten-
sile stress-strain curve. The relationship between the
applied stress to the resultant strain is given by Hooke’s
law, which postulates that it is linear. The slope of the
linear or straight-line stress-strain curve yields the
Young’s modulus. The temporary change in shape of
the rock samples under applied stress such that it re-
gains its original position once the stress is removed
is referred to as elastic deformation. However, because
the applied stress is continuously increased, the elastic
limit of the rock sample is crossed, so that the straight
line deviates into a curved segment exhibiting plastic
deformation; that is, rocks undergo permanent defor-
mation when the applied stress is removed. If the rock
sample is subjected to more stress loading, it could
reach its failure limit, when the rock sample could
get ruptured. Depending on their characteristics, rocks
are normally classified as either brittle or ductile. These
two parameters can be differentiated based on the
amount of plastic deformation that the rock undergoes
before fracture occurs. Extensive plastic deformation
occurs in ductile rocks prior to fracturing, whereas brit-
tle rocks show little or no plastic deformation before
they get fractured. Young’s modulus or Poisson’s ratio
calculated from such stress-strain or deformational
measurements is referred to as static moduli.

The second type of measurements carried out for the
laboratory determination of elastic constants is when
velocity is used for their calculation. For example, ultra-
sonic waves are made to travel through a known length
of a rock sample and the corresponding traveltime de-
termined from the first arrival of the compressional
wave (P-wave) and shear wave. The Young’s modulus
and Poisson’s ratio computed from these velocities
and density are referred to as dynamic moduli. Such
dynamic computations could be carried out from sonic
log data, as well as seismic surveys; the only difference
between the velocities would be their measurements at
different frequencies, namely, kilohertz for sonic logs
and close to hundred hertz or so for seismic data.

By making ultrasonic measurements in the labora-
tory on rock samples from the Barnett and deriving

the Young’s modulus and Poisson’s ratio, Rickman et al.
(2008) use the average of the normalized Young’s modu-
lus and Poisson’s ratio and propose the following em-
pirical equation for evaluating brittleness of a rock
formation:

BI ¼ 0.5

��
E − Emin

Emax − Emin

�
þ
�

ν − νmax

νmin − νmax

��
; (1)

where E is the Young’s modulus and ν is the Poisson’s
ratio. The terms Emin and Emax are the minimum and
maximum values of Young’s modulus; similarly, νmin and
νmax are the minimum and maximum values of Poisson’s
ratio. In the above definition, it is being assumed that
brittle rocks need less effort to break or fracture and
thus Poisson’s ratio should be low. To maintain the frac-
tures (i.e., the fractures stay open) the rocks should be
associated with high stiffness, or the Young’s modulus
should be high. Thus, for implementation of equation 1
for finding sweet spots in shale formations, quartz-rich
pockets with higher Young’s modulus and lower Pois-
son’s ratio are likely to fracture in a brittle manner than
clay-rich pockets. This criterion has been used quite
often for stimulating shale reservoirs. However, the
combination of a high Young’s modulus and a low Pois-
son’s ratio as a brittleness measure may not be true for
all shale formations because different shale formations
exhibit different characteristics based on their mineral-
ogy. It is worth mentioning that Rickman et al.’s (2008)
approach works well in which a negative correlation be-
tween Young’s modulus and Poisson’s ratio exists. In a
scenario in which a positive correlation between these
two properties holds true, it is challenging to select the
intervals corresponding to the low Poisson’s ratio and
high Young’s modulus. An example of this behavior of
the two parameters is cited from the Montney area in
British Columbia, Canada, and a crossplot of the
Young’s modulus and Poisson’s ratio for well data as
shown in Figure 3. Notice the positive correlation be-
tween these two parameters. When these two are com-
bined as per equation 1, a stationary BI is observed.
Based on this BI, it is not possible to differentiate be-
tween the upper and lower Montney considering their

Figure 1. Schematic showing application of (a) uniaxial and
(b) triaxial stress on rock samples.

Figure 2. Brittle versus ductile behavior of rock samples as
seen on a stress-strain graph.
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fracturing characteristics. However, it is well known
that the upper Montney is favorable for fracturing
(McKean, 2017). Thus, a positive relationship of
Young’s modulus with Poisson’s ratio that exists for dif-
ferent unconventional plays (Zhang and Bentley, 2005;
Miskimins, 2012; Chopra and Sharma, 2017) makes it
difficult for geoscientists to locate favorable drilling
zones. Additionally, Rickman et al.’s (2008) proposal re-
ceived opposition from engineers and geomechanists
because they were critical of the very basis of the def-
inition of brittleness used because they thought it was
being confused with better fracability. The correlation
of high Young’s modulus with brittleness gets its main
opposition from geomechanics and the engineering
domain due to some concerns that are discussed next.

Brittleness and confining stress
As per geomechanics, when a rock sample of a brittle

material is loaded, it can fail in a catastrophic way and
has a relatively short plastic deformation in comparison
with ductile material. Associating high Young’s modulus
with brittleness may not always be true as can be under-
stood by considering three different scenarios depicted
in Figure 4, which shows that a rock can fail in a brittle
manner regardless of the value of the Young’s modulus.
Further, it is commonly known that rocks deform in a
brittle manner at low confining stresses and become
ductile beyond a certain level. This conclusion is made
based on the experimental works that have been car-
ried out by different researchers (Bai, 2016).

Lutz et al. (2010) study the impact of the confinement
of rock brittleness and find that the latter is indeed
strongly dependent on the magnitude of confinement.
In Figure 4a, the stress-strain curves are shown for four
different triaxial tests carried out under different con-
finement pressures. When the confinement pressure
magnitudes are low (1 and 4 MPa), the rock failure ap-
pears to be brittle. When pressure magnitudes are in-
creased to 10 MPa, the rock failure becomes ductile,

and there is a slight drop in ductility when the confine-
ment pressure was increased to 20 MPa. With similar
experiments conducted for higher strength rocks, all
rock failures were found to be brittle in nature, regard-
less of the significant changes in confinement pressures
(109.17–227.29 MPa). Yagiz et al. (2009) also carry out
laboratory measurements on six different rock samples
and confirm that more brittle rock failure occurs at a
lower confinement pressure, whereas ductile failure
occurs at higher confinement conditions as shown in
Figure 4b. Although higher confinement leads to ductile
failure, it is associated with a high Young’s modulus,
which is contradictory to what Rickman et al. (2008)
propose. Realizing such a discrepancy, Holt et al. (2011)
make use of elastic and plastic deformation as well as
maximum stress (τmax) and residual stress (τres) parame-
ters (Figure 5a) to propose a new way of estimating the
brittleness in terms of brittleness index (BI) as follows:

BI ¼ εel
εtot

; (2)

where the total strain (εtot = εel + εpl) is the sum of the
elastic (εel) and plastic (εpl) strains.

To quantify the variation of BI defined by equation 2
as a function of confining stress, the authors carry out
triaxial tests on three different shale samples retrieved
from different depths in the North Sea and obtain the
crossplot shown in Figure 5b. Despite the scatter of
the points, the common knowledge about rocks being
brittle at low confining stress and vice versa seems to
be true and so is the assertion that the stress sensitivity

Figure 4. Axial stress difference plotted as a function of
strain measurements from (a) four and (b) six different triax-
ial tests (modified from You, 2011).

Figure 3. (a) Crossplot between Poisson’s ratio and Young’s
modulus for well-log data shown in (b) from the Montney area
in British Columbia, Canada. A positive correlation is seen be-
tween the two parameters, contrary to Rickman et al.’s (2008)
criterion, which leads to an almost-constant linear well BI
curve seen in (b).
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of brittleness is important and should be considered in
its measurement by whatever means. The authors fur-
ther study the variation of Rickman et al.’s (2008) BI
variation as a function of confining stress that is shown
in Figure 5c. The BI is seen to be increasing with the
increasing confining stress while a negative correlation
between them is expected. Before generalizing BI’s
behavior with confining pressure, it is vital to analyze
the impact of the latter on Poisson’s ratio also, knowing
that Young’s modulus follows the confining pressure.
By using experimental data from Haynesville Shale in
Louisiana, US, and Longmaxi Shale in the southern Si-
chuan Basin, China, Hu et al. (2015) study the variation
of Young’s modulus and Poisson’s ratio with confining
pressure. They conclude that the Young’s modulus in-
creases linearly with confining pressure (as expected)
for both shales (Figure 6a and 6b). However, no obvious
relationship between Poisson’s ratio and confining
pressure was found as shown in Figure 6b.

Brittleness and mineral content
The other class of BI computations assumes that a

rock’s brittleness is related to the abundance of brittle
minerals, rather than minerals that are ductile. For ex-
ample, the presence of quartz mineral in a formation
could make it more brittle, whereas more clay content
can make it ductile (Jarvie et al., 2007). Later, it was
observed that the presence of dolomite tends to in-
crease the brittleness of a shale play (Wang and Gale,
2009). Further, Jin et al. (2015) note that instead of do-
lomite, the carbonate contribution (dolomite/calcite)
should be considered for computation of brittleness.
These authors propose a BI for identification of brittle
zones in a shale play as follows:

BImineralogy ¼
W quartz þW calcite þWdolomite

W total
; (3)

where W corresponds to the weight fraction. Thus, an
investigation of different minerals in the zone of interest
can lead to the identification of favorable drilling zones.
However, the mineralogy-based BI comes with its own
problems. Similar results in terms of BImineralogy are ob-

tained even when different weight mineral fractions
of quartz, carbonate, and shale are used for its compu-
tation as shown in Figure 7. Different combinations of
the three minerals will always add up to the same nu-
merator resulting in similar BI values. It would thus be
difficult to identify the favorable mineral combinations
for fracturing as per the BI computed from mineralogy
alone. Also, it is an arduous task to compute the indi-
vidual mineral content of a formation using seismic
data; geoscientists rely on the determination of Young’s
modulus and Poisson’s ratio attributes (Sharma and
Chopra, 2015) for its computation. Mathia et al. (2016)
make another interesting observation that when a
porosity component is introduced in BImineralogy computa-
tion, its values remain unchanged for different porosity
values. Additionally, as per the above equation, it is not

Figure 5. (a) A generic crossplot between measured stress and strain depicting how the BI may be estimated. Crossplot between
(b) the effective confining stress at failure from triaxial tests on three different shale samples from the North Sea and the BI
computed using equation 2. (c) Effective confining stress based on ultrasonic measurements during hydrostatic loading of a shale
sample from the North Sea and BI computed using equation 1. (Modified from Holt et al., 2011.)

Figure 6. Crossplot between the confining pressure and
Young’s modulus (red) as well as Poisson’s ratio (green) for
(a) Haynesville shale samples and (b) Longmaxi shale sam-
ples. (Modified from Hu et al., 2015.)
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difficult to conclude that mineralogical BI also does not
account for the impact of confining pressure because
the same combination of different minerals may exist
at different confining pressures. More shortcomings of
BImineralogy computation can be found in Jin et al. (2015)
and Hu et al. (2015).

The above discussion can be summarized as follows:

1) Out of the many rock physics elastic moduli available,
only Young’s modulus and Poisson’s ratio are being
used in BI computation, which may be insufficient.

2) The normalization of Young’s modulus and Pois-
son’s ratio required in equation 1 through the mini-
mum and maximum values is being done in an
arbitrary manner and thus may not result in accu-
rate computation of BI.

3) Going back to the basics, one may also point out that
the concept of brittleness should be associated with
stress because it influences the rock’s brittle-to-duc-
tile behavior, and any definition of brittleness
should be inclusive of stress in some form. In view
of this, the relationship between elastic properties
of a rock and its failure under stress may include
the confining stress that the rock is under because
it has a strong influence on the elastic parameters.
Another argument that could be mentioned here is
that shale formations are found at different depths
and thus would be under different confining pres-
sure and temperature. Any computation of BI, which
does not consider the effect of confining pressure,
could yield only inaccurate results.

4) The above methods cannot explain why rocks ex-
hibiting high brittleness act as fracture barriers in-
stead of propagating fractures.

Such a discussion points to an important flaw in
brittleness computation via Rickman et al.’s (2008)
approach and mineralogical approaches in that they
ignore the confining stress that the rocks are under
at all times and hence ignore the true mechanism of hy-
draulic fracturing. Therefore, it is advisable to revisit
the hydraulic-fracturing process.

Mechanism of hydraulic fracturing
Let us turn to the basics of hydraulic fracturing of

rocks, which entail the initiation of fractures and their
propagation as depicted in Figure 8a. To initiate a frac-
ture, priority should be given to a material, which ab-
sorbs less energy before it gets fractured. Once the
fracture is initiated, the stress state within the rock gets
disturbed due to stress concentration at the crack tip as
shown in Figure 8b where the yellow vertical lines and
red curved lines represent the uniform stress condition
and stress concentrate state, respectively. A rock can
withstand fracture tip stresses up to a critical value,
which is referred to as the critical stress intensity factor;
this ability of a rock to resist fracturing and propagation
of preexisting fractures is known as fracture toughness
(FT). Rocks with low FT promote fracture propagation.
Thus, the amount of energy that a formation consumes in
the fracture initiation process as well as its FT must be
considered in identifying the favorable zones to be frac-
tured. Having said this, now the main challenge is how to

estimate them in the geophysical domain.
For facilitating this, two terms called
strain energy density (SED) and FT are
introduced and discussed next.

SED
When a subsurface rock is being

acted upon by fluid injection during hy-
draulic fracturing, the fluid does work
on the rock. This work is stored in the
rock in the form of elastic strain energy
and comprises components that cause
volume changes as well as distortion by
way of angular change. Although the nor-
mal strains cause a change in volume, the

distortion is caused by shear strain.
Following the linear elastic fracture theory, the elastic

strain energy per unit volume of isotropic rock is referred
to as SED, and for a cube of rock, it is given as (Kelly, 2015)

U tot ¼
1
2
ðσxεx þ σyεy þ σzεz þ τxyγxy þ τxzγxz þ τyzγyzÞ;

(4)

where σ is the normal stress; ε is the equivalent strain;
and τ is the shear stress in the three directions x, y, and
z and is given as follows:

Figure 8. (a) Hydraulic fracturing process consists of crack
initiation (left) and propagation (right). (b) Fracture initiation
disturbs the stress state within the rock due to the stress con-
centration at the crack tip. (Modified from Rocha-Rangel,
2011.)

Figure 7. Pie charts constructed for different mineral volume fractions
yield the same value (0.5) for BI, even though their fracturing responses may
be different.
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εx ¼ 1
E
½σx − γðσy þ σzÞ�;

εy ¼ 1
E
½σy − γðσx þ σzÞ�;

εz ¼
1
E
½σz − γðσy þ σxÞ�;

and

τxy ¼ μγxy;

τxz ¼ μγxz;

τyz ¼ μγyz;

where μ and γ are the shear modulus and shear strain,
respectively.

Thus,

U tot ¼
1
2E

ðσ2x þ σ2y þ σ2zÞ −
ν

E
ðσxσy þ σxσz þ σyσzÞ

þ 1
2μ

ðτ2xy þ τ2xz þ τ2yzÞ: (5)

Due to the tensile fracture (no shear stress) mode
(Jin et al., 2015) in hydraulic fracturing, the last term
can be ignored so that

U totHF ¼
1
2E

ðσ2x þ σ2y þ σ2zÞ −
ν

E
ðσxσy þ σxσz þ σyσzÞ:

(6)

The above equation shows that the amount of energy
required to initiate a fracture is a function of Young’s
modulus, Poisson’s ratio, and the principal stresses.
Although computation of the first two parameters from
seismic data is straightforward, determination of the lat-
ter could be challenging. This difficulty could stem from
the fact that the three principal subsurface stresses may
be unequal, and their measurement using seismic data
would be an arduous task. Thus, for getting some in-
sight into SED and its estimation, one could make some
assumptions to simplify the analysis. One such sim-
plification is to take the horizontal stresses to be equal
in magnitude and correlated with the vertical stress
through the Poisson’s ratio. The hydrostatic condition
simplifies the above equation further and is considered
here. The resulting equation yields the SED in terms of
Young’s modulus (E), Poisson’s ratio (νÞ, and the con-
fining pressure, which can then be determined from
well or seismic data. It may be appropriately mentioned
here that the above elastic parameter determination is
dynamic in nature and would need to be calibrated for
obtaining the static versions.

FT
FT can be determined in different ways: direct and

indirect. The direct way is to perform measurements
on rock samples, which is more difficult and complex
than other tests of rock mechanical properties. There-

fore, a correlation of FT with Young’s modulus, Pois-
son’s ratio, tensile strength, and compressive strength
(CS) has been derived from experimental data of differ-
ent types of rocks (Barry et al., 1992). Sierra et al. (2010)
publish experimental data showing the relationship be-
tween FT and tensile strength, CS, Young’s modulus,
and Poisson’s ratio for the Woodford shale.

That rocks resist the propagation of preexisting
cracks is common knowledge, a minimum pressure is
required to overcome this resistance and make a frac-
ture grow. Thus, the minimum pressure required to
grow the fracture can be correlated with FT because
the higher the FT, the higher the required minimum
pressure will be. If somehow this pressure is estimated,
it can be used as a proxy for FT. There are two different
ways that FT could be estimated in the geophysical do-
main. One way is to use its relationship with the P-wave
velocity and Young’s modulus as published and then
take their optimal combination (the root-mean-square
average, arithmetic mean, etc.). The second way is to
estimate the minimum pressure required for fracture
propagation. Based on the theory proposed by Griffith
(1920, 1924) to explain the rupture of brittle, elastic
material, Sack (1946) derives an equation to predict
the minimum pressure (critical) necessary to extend
a fracture in a rock for hydraulic fracturing considering
the penny-shaped cracks as

Pc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

παE

2ð1 − υ2ÞC

s
; (7)

where α is the specific surface energy of the rock and
C is the crack length. A relevant assumption about the
crack length simplifies the above equation to yield the
critical pressure per unit volume of fracture and allows us
to compute it using well log data or seismic data.

Synthesis of a new attribute
Now that the SED, which is a measure of the energy

absorbed by the formation before fracturing, and FT
have been described, a new attribute is framed for
which we have coined the term hydraulic fracturing co-
efficient (HFC). It is computed as the average of the
normalized SED and normalized FT and written as

HFC ¼ 1
2
ðSEDnorm þ FTnormÞ; (8)

where SEDnorm ¼ SEDmax−SED
SEDmax−SEDmin

and FTnorm ¼ FTmax−FT
FTmax−FTmin

.
With the new attribute proposed, the next task is to

validate it as a measure of fracability. For doing so, the
experimental data available in the literature are used
and application of HFC is illustrated by comparing it
with the CS of a material. Thereafter, well-log data from
the Delaware Basin are used to compute HFC, which
then assisted in identifying the favorable zones for hy-
draulic fracturing. The processed mud log available for
one well helps in supporting the interpretation of pref-
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erable zones to be fractured hydraulically. The Appala-
chian Basin well-log data are used next to validate HFC
as a measure of fracability using X-ray diffraction
(XRD) data as well as petrographic results. The details
of the validation process are discussed as follows.

Validation of HFC as a measure of fracability
Using experimental data: To validate the proposed

attribute, the experimental data published by Hu et al.
(2015) are used, wherein the uniaxial compression test,
scanning electron microscope, and XRD methods have
been analyzed to obtain the mechanical properties, tex-
ture, and crack characteristics of rocks collected from
different regions. The test results were given in terms of
Young’s modulus, Poisson’s ratio, confining pressure,
CS, peak strain, and residual strain for data samples
from the Haynesville Shale, Eagle Ford Shale, Barnett
Shale, and Longmaxi Shale. The parameters of interest
are shown in Table 1, where, as expected, a strong pos-
itive correlation of confining pressure with CS is evi-
dent. With access to these parameters, it is easy to
compute BIRickman and HFC. Because it is well known
that a material with higher strength is not easy to frac-
ture, its CS can be treated as a measure of fracability.
Therefore, HFC and BIRickman are crossplotted with the
CS as shown in Figure 9a and 9b to authenticate their
applicability for highlighting the favorable zones for
fracturing. As per its definition, an inverse linear rela-
tionship between CS and an indicator of fracability is
anticipated. However, a positive linear relationship is
seen between CS and BIRickman. This behavior is because
Young’s modulus increases with the increasing confin-
ing pressure, although the impact of the confining pres-
sure on Poisson’s ratio is not clear. Consequently,
BIRickman cannot be treated as an indicator of fracability.
The HFC, however, exhibits a decreasing trend with the
increasing CS. Thus, it can be concluded that the pro-
posed attribute accounts for the impact of strength on
the fracability analysis in a proper way. Further, consid-
ering the published results of Hu et al. (2015) and the
available XRD data as shown in Table 2, HFC, BImineral,
and BIRickman were computed. Thereafter, they were
crossplotted with CS as shown in Figure 10 for checking
their relevancy in hydraulic-fracturing analysis. Again,
BImineral and BIRickman show an increasing trend with
CS, whereas HFC shows a decreasing trend, as ex-
pected. The inverse linear trend noticed
between HFC and CS of the rock sam-
ples from different unconventional plays
lends confidence in its applicability for
hydraulic-fracturing analysis.

Applications using well log data
From the Delaware Basin, USA

To implement the proposed attribute
on real data, the dipole sonic and den-
sity log curves for a well from the Dela-
ware Basin were picked up, where the
zone of interest is from the Bone Spring

Formation to the Mississippian Formation. First, the
Young’s modulus and Poisson’s ratio using well-log
curves are computed and crossplotted as shown in Fig-
ure 11. Although the shallow interval from Bone Spring
to Wolfcamp exhibits a positive trend (the blue ellipse),
a mixed trend is noticed over an interval from Wolf-
camp to Mississippian (the red and cyan ellipses). Evi-
dently, it is challenging to identify the favorable zones
for fracturing based on the Rickman et al. (2008)
criteria.

To overcome this problem, a crossplot of SED and
FT is generated usingwell-log data as shown in Figure 12a.
The cluster points exhibit a nonlinear trend, which is
analogous to the one typically seen on P-impedance ver-
sus VP/VS crossplots. Clusters of data points with different
combinations of SED and FT have been enclosed in col-
ored ellipses and back-projected onto the well-log curves
shown in Figure 12b. It is noticed that the shallow interval
from Bone Spring to Wolfcamp exhibits high FT and low
SED and the deeper interval for Barnett Shale is associ-
ated with an opposite combination. Low SED and high FT

Figure 9. Crossplots between (a) BIRickman and CS and (b) HFC and CS. (Data
from Hu et al., 2015.)

Table 1. Experimental data given in Table 3.2 of Hu
et al. (2015) in terms of elastic parameters along with
confining pressure and CS.

Confining pressure
(MPa)

Young’s modulus
(GPa)

Poisson’s
ratio

CS
(MPa)

90 52.61 0.39 209.19

60 41.4 0.31 171.92

50 38.15 0.29 143.73

10 23.73 0.29 42.3

10 12.13 0.29 35

10 25.43 0.35 42.49

50 34.74 0.27 214.09

30 20.91 0.21 40.57

20 19.56 0.48 40.56

30 14.33 0.21 37.75

60 70.4 0.41 391.25

80 56.58 0.26 215.13

60 48.54 0.19 210.17

15 34.48 0.21 78.5

Interpretation / November 2020 7



values imply that the interval is amenable to fracture ini-
tiation but not to propagation.

That low values of SED signify less energy for frac-
ture initiation noticed in the shallower interval is sup-
ported by the lower strength of the formations
expected at shallow levels, which tends to increase with
depth. Previous studies (Bowker, 2007; Miller et al.,
2013) have demonstrated that the fracture initia-
tion pressure (represented by SED) increases linearly
with the increase in clay content — being high for
clay-rich zones and low for clay-lean zones. Because
the mud log (Figure 12b) indicates an abundance of car-
bonate and a small amount of clay in the Bone Spring to
the top Wolfcamp interval, it must be associated with
low values of fracture initiation pressure, which is sup-
ported by the observed low SED values.

Different authors (Wang and Carr, 2012; Sharma
et al., 2018) conclude that clay content alone should
not be the only adopted criterion for identification of
favorable zones for hydraulic fracturing. These authors
emphasize the fact that carbonate content of only up to
40% in the formation offers suitable conditions for hy-
draulic fracturing. Thus, for formations with carbonate
content of greater than 40%, there will be resistance to
fracture propagation and such formations would act
more as fracture barriers. Consequently, high values
of FT would be expected for the Bone Spring to top
Wolfcamp interval.

In a similar vein, for the deeper clay-rich Barnett to
Mississippian interval, the higher confining pressure in-
creases the strength of the formation; thus, it would be
associated with high values of SED and low values of
FT. This implies that this interval should absorb more
energy before the initiation of hydraulic fractures.

Considering that fracture initiation and propagation
are important for hydraulic fracturing, combinations of
low SED and high FT or high SED and low FT may not
be suitable for fracturing. Both of these combinations
lead to low values of an indicator of fracability such
as HFC and are shown alongside the SED and FT curves

Figure 10. Crossplots between CS and (a) BImineral, (b) BIRick-
man, and (c) HFC. Notice that the brittleness indices in (a and
b) show an increasing trend but HFC shows a decreasing
trend in (c), which is as per our expectation.

Table 2. Experimental data given in Table 3.1 of Hu et al. (2015) in terms of elastic parameters along with
confining pressure, CS, and brittle mineral content.

Brittle mineral (%) Clay (%) Confining pressure (MPa) CS (MPa) Young’s modulus (GPa) BIRickman

78.2 16.17 15 261.77 31.6 0.789

78.2 16.17 30 337.87 31.5 0.791

62.6 35.35 15 105.95 6.6 0.403

62.6 35.35 30 140.71 7.5 0.409

50.55 43.41 15 109.535 21.8 0.517

50.55 43.41 30 160.815 23.8 0.572

52.75 39.86 15 81.73 4.9 0.286

52.75 39.86 30 160.215 12.5 0.385

37.1 42.8 15 76.86 12.78 0.422

36.8 46.9 30 162.33 16.73 0.456
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in Figure 12b. Higher values of HFC are more appealing
and come from an optimal combination of FT and SED.
In Figure 12a, such a combination is observed for an
interval within the Wolfcamp (the green ellipse in
Figure 12a), which is essentially a limey shale as seen
in the mud-log strip.

As an important conclusion from the above exercise,
a small proportion of limestone within the shale offers a
suitable condition for fracture initiation and propaga-
tion. This matches well with the results of previous
studies, in which formations with clay content less than

50% as well as carbonate content not more than 40% are
preferable for hydraulic fracturing (Miller et al., 2013;
Sharma et al., 2018). Needless to mention, this interval
has been stimulated heavily for production.

From the Appalachian Basin, USA
Being encouraged with the results observed in the

Delaware Basin, well log data (dipole sonic and density)
from the Appalachian Basin are considered next where
the Utica play is of interest. The primary target zone in
the Utica play includes the basal Utica, an organic cal-

careous shale; Point Pleasant, an or-
ganic-rich carbonate interbedded with
calcareous shale that underlies Utica;
and the upper Trenton of the Black
River group, an organic-rich carbonate
that underlies Point Pleasant. The three
zones represent a transgressive system
tract, in which the shallow shelf carbon-
ates of the Trenton were cyclically
flooded by rising seas. To begin with,
Young’s modulus and Poisson’s ratio are
computed using well-log curves and dis-
played together as shown in Figure 13a.
It is noticed that these two curves are
following each other over the Point
Pleasant to Trenton interval. Given the
positive relationship between Young’s
modulus and Poisson’s ratio, the appli-
cability of the Rickman et al. (2008) cri-
teria for identifying the favorable zones
to be fractured in the Utica play is ques-
tionable because data points yielding a
low Poisson’s ratio and a high Young’s
modulus are difficult to enclose on their
crossplot shown in Figure 13b.

Next, SED and FT are computed us-
ing well-log data and crossplotted to-
gether as shown in Figure 14a. Again,
a nonlinear trend of cluster points sim-
ilar to the one observed in the Delaware
basin is noticed. Clusters of data points
with different combinations of SED and
FT have been enclosed in colored ellip-
ses and back-projected on the well log
curves shown in Figure 14b. It is not dif-
ficult to conclude that the data points as-
sociated with the Utica Formation
exhibit the best combination of SED
and FT because high values of HFC
are noticed over this interval as shown
on the right track of Figure 14b. Because
high values of FT and low values of SED
are noticed for the Trenton interval, it
can be stated that this interval is favor-
able for fracture initiation but not for
propagation, whereas the Point Pleasant
interval offers preferable conditions to
fracture propagation because low val-

Figure 11. (a) Crossplot between Young’s modulus and Poisson’s ratio for well-
log data from the Delaware Basin. (b) Back projection of cluster points within
different colored polygons onto the well curves. The different trends seen on this
crossplot make it challenging to identify the fracturing zones in the zones of in-
terest. Although a positive correlation is seen for the shallow interval, a mixed
type of correlation is noticed for the deeper zone as shown in (b).

Figure 12. Crossplot between SED and FT for well data within the Bone Spring
and Mississippian geologic markers. Different clusters of data points corre-
sponding to different combinations of SED and FT have been picked and
back-projected onto the computed well log curves for SED, FT, and HFC as
shown in (b). The lithostrip as interpreted from the mud log also is shown to
the right.
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ues of FT are seen. On examining the HFC curve
closely, it can be concluded that the lower Point Pleas-
ant is good for fracturing because it yields relatively
high values of HFC.

To understand the interpretation of this crossplot, the
XRD and regional petrophysical modeling available for
the data set at hand are used. As per the XRD data set,
quartz, calcite, and clay are the main minerals present in
the Utica play. Additionally, regional petrophysical mod-
eling carried out for the condensate region over which
seismic data were acquired reveals a strong relationship
of clay volume (Vclay) with the neutron-porosity minus
density-porosity (NMD) data. Furthermore, the quartz
group (quartz + feldspar) and the carbonate group (cal-
cite + dolomite) showed a strong relationship with the

neutron porosity curve (NPHI), as shown in Figure 15.
Therefore, the mineralogical content of the Utica play
can be obtained if the neutron-porosity (NPHI) and den-
sity-porosity (DPHI) are available. Because the NPHI and
DPHI curves were available for the considered well, the
mineralogical content was computed in terms of Vclay,
Vquartz (volume of quartz), and Vcarbonate (volume of carbon-
ate). Furthermore, the Vclay and Vcarbonate were compared
with the one obtained from the XRD as shown in Fig-
ure 16 to authenticate the results of regional modeling.
A reasonable match noticed between the volume frac-
tion of individual minerals computed using regional pet-
rophysical modeling (the continuous curve) and the XRD
data (the tadpole plot) demonstrates that the regional
petrophysical modeling can be trusted in determining

the mineralogical content for the data
set at hand. Once reliable estimation of
the individual mineral’s fraction is ob-
tained, the crossplots between SED
and FT are shown in Figure 17 and are
colored coded with them in addition to
the total porosity computed by averaging
the NPHI and DPHI values. It may be
clarified that the volume fraction of clay
and quartz varies from 0% to 30% over
our zone of interest (the Utica, Point
Pleasant, and Trenton intervals), but
the volume fraction of carbonate varies
from 20% to 90%; thus, it has a greater im-
pact on the fracability. However, the vol-
ume fraction of clay is relatively high in
the Utica Formation, though less than
40%; thus, it may not have a significant
effect on fracability. The presence of
the lower content of carbonate in the
Utica along with the higher content of
quartz and porosity makes it stand out
as a favorable candidate for fracturing.
The existence of a higher content
(>60%) of carbonate in the Trenton For-
mation makes this interval more resistive
to fracture propagation and preferable to
fracture initiation. Lower Point Pleasant
is more likely to get fractured than upper
Point Pleasant based on the HFC values,
which include the optimal combination
of SED and FT.

Having gained confidence in the
applicability of HFC for defining the
fracability, seismic data from these
two basins were considered next for
mapping the lateral fracability in the in-
tervals of interest.

Challenges in estimation of HFC from
seismic data

It follows from equations 6 to 8 above
that HFC requires the availability of
Young’s modulus for its computation.

Figure 13. (a) Display of the Young’s modulus and Poisson’s ratio well log
curves from the Appalachian Basin and (b) their crossplot color coded with
the volume of clay. Although the Point Pleasant and Trenton intervals exhibit
positive trends, a negative trend is noticed for the Utica interval. Consequently,
it is challenging to follow the Rickman et al. (2008) criterion for identifying the
favorable interval to be fractured.

Figure 14. (a) Crossplot between SED and FT for well data within the Utica and
Trenton limestone geologic markers. Different clusters of data points corre-
sponding to different combinations of SED and FT have been picked and
back-projected onto the well log curves as shown in (b). The Utica shale exhibits
the best combination of the crossplotted attributes desired for identifying pref-
erable zones for hydraulic fracturing.
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However, estimation of Young’s modulus from seismic
data involves density, and the extraction of density
from seismic data is challenging. To overcome this
problem, a new attribute (Eρ) in the form of a product
of Young’s modulus and density was proposed some
time back (Sharma and Chopra, 2015) as given below

Eρ ¼ I2S

�
3I2P − 4I2S
I2P − I2S

�
: (9)

Often, it has been observed that if we compare the
computed Eρ curve from well-log data as well as seismic
data with the computed E, they look very similar
(Sharma and Chopra, 2015). The importance of Eρ is
due to the fact that it is a function of P-impedance
and S-impedance, which can be derived from prestack
seismic data using simultaneous inversion. Therefore,
instead of Young’s modulus, Eρ will be used for HFC
estimation.

Applications using seismic data
From the Delaware Basin: Consequently, access was

available to all the parameters required for estimating
HFC volume from seismic data, except the equivalent
3D volume for confining pressure. To compute it, the
density curve was integrated first at different well loca-
tions and then propagated with the interpreted horizons
over the considered 3D area. Now with the availability
of all the required parameters, the HFC volume was ob-
tained. Figure 18a shows the HFC section along an ar-
bitrary line passing through different wells, where high
values of HFC are represented by the hot colors.
Gamma-ray curves have been overlaid on the section
in black. It is noticed that the fracability in Bone Spring
decreases as we go from the western to the eastern side
of the line. To support this observation, the equivalent
3D seismic facies volume generated using Bayesian
classification is shown in Figure 18b. Notice the lower-
ing of fracability observed on the eastern side of the ar-

bitrary line within the Bone Spring Formation, which is
consistent with the interpretation of facies volume
where an abundance of carbonate content is noticed.

On examining Figure 18a and 18b simultaneously, it
can be stated that the individual facies of the Wolfcamp
and Barnett intervals such as limey shale, shaly lime-
stone, and clay-rich shale exhibit consistency on going
from one side to another, although variation in the frac-
ability exists. It is evident from the figures that although

Figure 15. Petrophysical modeling reveals a strong relationship among (a) NMD and the volume of clay, (b) NPHI and the volume
of quartz group, and (c) NPHI and the volume of carbonate group. The data points are all color-coded with the volume of clay as
exhibited in panel (a) (Sharma and Chopra, 2018).

Figure 16. A comparison of petrophysical modeling results
(the continuous curve) with XRD data (the tadpole plot,
the left track) for the volume of clay (the right track) volume
of carbonate. A reasonable match is noticed between them,
lending confidence in the modeling.
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the eastern side of individual formations offers better
conditions to hydraulic fracturing (the magenta ellip-
ses), poor conditions are noticed on the western side
of the line (the brown ellipses). This observation is jus-
tifiable in view of the impact of confining pressure on

the fracturing conditions, which is anticipated to be
higher over the western side of the line. The matching
of carbonate stringer (the gray block arrow to the right)
with lower values of HFC within the Wolfcamp interval
is convincing because this stringer is expected to act

like a fracture barrier at this depth.
The matching of the interpretation car-
ried on these two sections obtained by
following different approaches lends
confidence to the applicability of HFC
on seismic data.

From the Appalachian Basin: Being
convinced with the application of FT
and SED in highlighting the favorable
zone for fracturing at the well location
and discussed earlier, similar computa-
tions were applied to the seismic data
from that area. A proper workflow of
running simultaneous inversion was fol-
lowed to extract the desired attributes
to determine SED, FT, and hence
HFC. Figure 19 shows a section from
the HFC volume along an arbitrary line
passing through different wells. Notice
the Utica as well as the lower Point
Pleasant Formations exhibit high values
of HFC. Additionally, low values of HFC
are noticed in the Trenton Formation, as
expected, due to the high amount of car-
bonate content in this formation. Be-

Figure 17. Crossplot between SED and FT for well data over an interval from
the Utica to Trenton limestone geologic markers, color coded with (a) Vclay,
(b) Vcarbonate, (c) Vquartz, and (d) total porosity. Notice that the data points corre-
sponding to the Utica Formation exhibit an optimal combination (< 50% clay and
< 40% carbonate) of different mineral constituents along with high porosity.

Figure 18. An arbitrary line passing through different wells extracted from the (a) HFC volume and (b) lithofacies volume.
Gamma-ray curves have been overlaid on the section. The fracability variation noticed laterally within the Bone Spring is sup-
ported by the facies volume because the high content of carbonate suggests low fracability on the eastern side. Similarly, the
variation of fracability noticed in the individual intervals (the ellipses and polygons) can be correlated again with the facies volume
derived independently using Bayesian classification (Sharma et al., 2019) and the concept of confining pressure. (Data courtesy
TGS, Houston.)
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cause lower Point Pleasant is the formation of interest,
the lateral variation of HFC over this interval is mapped
to identify favorable pockets for hydraulic fracturing.
Figure 20 shows a horizon slice from the HFC volume
computed over a 10 ms window in the lower Point
Pleasant interval. The hot colors represent the higher
values of HFC and delineate the preferable zones to
be fractured. In view of the fact that better hydraulic
fracturing leads to better production, six months of
oil production data (available in the open database)
are overlaid on the HFC display.

It is quite evident that many wells that fall over pock-
ets exhibiting high values of HFC (the black ellipses)
are more productive (the size of the bubbles). There
are some wells that sit on areas with moderate values
of HFC (the purple ellipse) and are somewhat less pro-
ductive. Both of these observations are encouraging but
have been made in a qualitative way for a few reasons,
realizing fully well that a quantitative analysis would be

more desirable. The first reason has to do with the fact
that the production data accessed from the open data-
base do not specify the zones within the multilevel
Wolfcamp Formation, wherefrom the production has
been recorded. The display shown in Figure 20 is a rep-
resentative Wolfcamp B level horizon slice on which the
production from the whole Wolfcamp Formation is
overlaid. If the exact production zones were known,
a quantitative analysis could have been carried out
in the form of crossplots of HFC versus production
in specific zones. Second, production data always are
provided in the depth domain, whereas the displayed
horizon (Figure 20) is in the time domain. Conse-
quently, it would be difficult to ascertain that the pro-
duction data overlaid corresponds to the relevant time
interval. This problem could be averted by transforming
HFC data to the depth domain and then repeating our
analysis, which was beyond the scope of the present
exercise. Finally, the production data from any well
are not only a function of fracability but depend on
an optimal combination of different attributes such
as porosity, organic richness, and natural as well as in-
duced fractures (Ouenes, 2014). Therefore, expecting a
perfect match of well production data with fracability
may be an overambitious task entailing uncertainty in
the absence of information on the factors stated above.

Thus, considering the limitations under which the
above exercise was performed, we firmly believe that
the proposed HFC attribute is a good replacement for
the conventional brittleness indices being used for char-
acterizing shale formations.

Conclusion
The different methods of brittleness determination

being used in industry, while applicable to certain sub-
surface rock formations, are not suitable for others. We
have pointed out the shortcomings of some of these
methods, and then we went on to describe a new attrib-
ute that we call HFC that makes use of FT and SED. The
proposed attribute was authenticated by using core
data, XRD data, along with other data sets. The appli-
cation of HFC on the well log data as well as seismic

Figure 19. An arbitrary line passing through different wells extracted from the HFC volume generated using SED and FT volumes.
Fracability variation is seen vertically and spatially within the individual intervals (Utica, Point Pleasant [PP], and Trenton) as
annotated. (Data courtesy TGS, Houston.)

Figure 20. A horizon slice extracted from the computed HFC
volume (averaged over the lower Point Pleasant interval).
Lower fracability zones are indicated by the green and yellow
colors, whereas the blue and magenta colors represent higher
fracability zones, which qualitatively match the available pro-
duction data (the green bubbles) over the zones enclosed by
the black ellipses. (Data courtesy TGS, Houston.)
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data from the Delaware Basin and the Appalachian
Basin has been demonstrated by comparing its interpre-
tation with mud-log data, petrophysical data, and pro-
duction data.
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