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Abstract

We have developed an integrated workflow for estimating elastic parameters within the Late Triassic Skag-
errak Formation, the Middle Jurassic Sleipner and Hugin Formations, the Paleocene Heimdal Formation, and
the Eocene Grid Formation in the Utsira High area of the Norwegian North Sea. Our workflow begins with
petrophysical analysis carried out at the available wells. Then, model-based prestack simultaneous impedance
inversion outputs were derived, and attempts were made to estimate the petrophysical parameters (the volume
of shale, porosity, and water saturation) from seismic data using extended elastic impedance. On not obtaining
convincing results, we switched over to multiattribute regression analysis for estimating them, which yielded
encouraging results. Finally, the Bayesian classification approach was used for defining different facies in the

intervals of interest.

Introduction

The Northern North Sea area consists of the Viking
Graben running north to south, which is flanked by the
Shetland Platform to the west and the Utsira High to the
east. The Utsira High is a basement high. Prior to 2007,
the Utsira High had almost been dismissed as unpros-
pective, after decades of exploration; however, the dis-
covery of the Edvard Grieg field in 2007 by Lundin
Norway was followed by a string of other discoveries,
namely, the Ivar Asaen field (discovered by Aker BP in
2008), the Rolvsnes (in 2009), the giant Johan Sverdrup
(in 2010), the Apollo (in 2010), and the Solveig (in
2013) fields, all four discovered by Lundin Norway,
and the Lille Prinsen field discovered by Equinor in
2018. Thanks to these discoveries, today the Utsira High
area is busy with fresh activity.

Lying to the northwest of the large, well-known Jo-
han Sverdrup oil field, the Lille Prinsen field was discov-
ered in the summer of 2018. It is located 200 km west of
Stavanger and 5 km northeast of the Ivar Aasen field.
The Ivar Aasen field was discovered in 2008 in a water
depth of 110 m with the discovery well 16/1-9, which
produced oil. The reservoir lies at a depth of 2400 m
in the Late Triassic to Middle Jurassic Skagerrak and
Sleipner Formations consisting of fluvial sandstones.

Well 16/1-7 drilled in the Ivar Aasen field in 2004
proved the presence of oil in the Mid-Jurassic Hugin
and Sleipner sandstone formations. Soon after appraisal
well 16/1-11 proved 25 m gas column in the Sleipner For-
mation and a 32 m oil column in the Skagarrek Forma-
tion, without encountering oil-water contact. The oil and
gas presence was encountered in the same reservoir
intervals as seen in the 2008 discovery well 16/1-9.
Although well 16/1-22S subsequently encountered a
3 m oil column in the Skagarrek Formation with no
oil-water contact seen, two sidetrack wells, namely,
16/1-22A and 16/1-22B were more productive, with the
former striking 55 m and the latter 45 m oil columns
in the Skagarrek Formation.

Over the Lille Prinsen field, well 16/1-6S found
small amounts of gas, which were not commercially
viable. The well was terminated in the Cretaceous. Well
16/1-29S was the discovery well, which encountered
17 m of oil in the clastic reservoir rocks, 30 m of oil
and gas in the Eocene Grid Formation (in the form of
injectites), 15 m of gas in the Heimdal Formation in the
Paleocene with very good reservoir properties, and oil
and gas from other thin layers, which added up to an
overall 95 m of hydrocarbon pay.

The above description has been summarized in Table 1.
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Given the above status for the different wells, it be-
comes mandatory to understand the spatial distribution
of the reservoir and petrophysical properties of the dif-
ferent productive zones in the stratigraphic column of
interest. As stated above, these zones comprise the Ska-
garrek, the Sleipner, the Hugin, the Heimdal, and the
Grid Formations. Thus, an exercise was planned for res-
ervoir characterization feasibility analysis, which would
encompass the Ivar Aasen and the Lille Prinsen fields
and have the well-log curves available for some of the
wells mentioned above. This area measured 75 km?,
and its outline is shown in Figure 1 along with the
location of the wells.

We begin by explaining the stratigraphic column for
the area of interest, followed by the description of the
ocean bottom node (OBN) seismic data available. Then,
we discuss the workflow planned for the exercise and
as we progressed through, what worked for us, and how
we addressed some of the issues that came our way.

Geologic setting

The generalized stratigraphic column for the greater
Utsira High area is shown in Figure 2.

The metamorphic and intrusive rocks
of Caledonian age form the economic
basement for much of the North Sea
Region. Extensional tectonism, rifting
happened during the Carboniferous to
Permian during which extrusion of vol-
canics and deposition of reddish eolian
and fluvial sandstone (Rotligendes) took
place. This was followed by the deposi-
tion of the Middle to Late Permian Zech-
stein Group consisting of halite,
anhydrite, dolomite, and shale.

The Triassic saw a period of acceler-
ated major extension with north—south
and northeast-southwest rifting and the
formation of rotated fault blocks. The
emplacement of the Viking Graben took
place during this time giving evidence of
subsidence. The Middle to Upper Trias-
sic Skagerrak Formation was deposited
in alluvial fans and alluvial plains in a
structurally controlled basin. The
Middle Jurassic Sleipner Formation is
essentially a continental fluvio-deltaic

coal-bearing sequence. The overlying Middle Jurassic
to Upper Jurassic Hugin Formation was deposited in a
shallow marine environment with some continental flu-
vio-deltaic influence and exhibits higher porosity. The
Upper Jurassic Heather Formation overlies the Hugin
Formation and represents shales of the Viking Group.

During the Late Jurassic, the largest rifting phase in
the North Sea took place with major block faulting fol-
lowed by erosion and coarse clastic, deltaic sediment
supply. The eustatic sea level rise that followed led to
transgression and deepwater sedimentation (Ziegler,
1988). In semienclosed basins that had anoxic bottom
conditions, thick sequences of organic-rich shale forma-
tions got deposited, for example, the Kimmeridgian to
Ryazanian Draupne Formation, which is the most im-
portant source rock in the North Sea. Mid-Jurassic res-
ervoirs sourced by Kimmeridgian source rocks are to
date the most successful play.

The Cretaceous saw the rifting cease and was fol-
lowed by uniform thermal subsidence into the Tertiary.
Uplift of the western platforms, most notably the East
Shetland platform, during the Paleocene and early
Eocene resulted in deposition of coarse clastic sedi-

Figure 1. (a) Index map showing the location of the Lille Prinsen and Ivar Aasen
fields adjacent to some others in the area and in particular the giant Johan
Sverdrup oil field. (b) Location of the Lille Prinsen field with respect to the city
of Stavanger. Index map showing the test area identified for reservoir charac-
terization exercise where full-fold OBN seismic data were available.

Table 1 Status of some of the wells in the Utsira High area and falling on the 3D seismic volume.

Formation W 16/1-9 W16/1-7 W16/1-11 W16/1-22S W16/1-22A W16/1-22B W16/1-6S W16/1-29S
Grid — — — — — — — Oil/gas
Heimdal — — — — — — — Gas
Hugin — Oil — — — — — —
Sleipner Oil Oil Oil — — — — —
Skagerrak 0il — 0il 0il 0il 0il — —
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ments in the basin in the form of deltas and basinal fans.
The Paleocene and Eocene fans formed reservoir tar-
gets in the Utsira High area.

Availability of the seismic data and workflow adopted

Besides the earlier 2D seismic, the Utsira High area
has been covered with different generations of 3D
streamer seismic, ocean-bottom cable, split spread with
blended sources, and multiazimuth surveys. More re-
cently, ocean-bottom seismic surveys have gradually
demonstrated better illumination of the subsurface
through long offsets (good for multiple attenuation and
undershoot imaging), wide azimuths (useful for better
imaging and resolution of complex structures), and
higher signal-to-noise ratios through dense sampling
and high fold. Ocean-bottom surveys tend to be expen-
sive but are increasingly seen as cost effective.

With all of the above-stated advantages, OBN tech-
nology is now available, is cost effective, productive,
and hence economical. It is becoming a system of
choice for many reservoir characterization and moni-
toring projects. In 2018 and 2019, partners TGS and
AGS acquired a 1584 km? 3D multiclient survey over
the Utsira High. The data were acquired in two phases
and merged into a single volume after processing in
2020. To extract more value out of the regional product,
it was decided to carry out a reservoir characterization
and fluid fill feasibility analysis which, if promising,
could be used in field development, production, and
near-field exploration. A 75 km? test area was identified
that encompassed the Lille Prinsen and Ivan Aasen
fields. Well logs from six wells were provided for carry-
ing out the reservoir characterization exercise with the
objective of spatial distribution of reservoir and petro-
physical properties in the zones of interest, namely, the
Skagerrak, the Sleipner, the Hugin, the Heimdal, and the
Grid Formations as described earlier.

On closely examining the well curves in the available
wells, it was found that the Grid sandstones in the form of
injectites and Heimdal sandstones when

For multiple zones of interest, the main objectives
are to differentiate among different lithologies and their
fluid fill distribution. Accordingly, a plan was drawn up
for addressing the multizone characterization objective
with the following sequence:

1) perform petrophysical analysis for all the available
wells and use that data to study property distribu-
tion patterns for lithology, reservoir quality, and
fluid discrimination in the crossplot space for differ-
ent intervals of interest

2) precondition the OBN seismic data to produce in-
version-ready angle gathers (or partial angle stacks)

3) perform amplitude-variation-with-offset (AVO)
analysis for the AVO intercept and gradient, and pre-
stack simultaneous impedance inversion for abso-
lute P-impedance, absolute S-impedance, and Vp/Vg

4) use extended elastic impedance inversion for the de-
termination of petrophysical properties, such as
porosity (¢), volume of clay (V.)), and water satura-
tion (S,,)

5) if step 4 does not work, we explore an alternative.
The alternative that we adopted was multiattribute
regression analysis for obtaining volume of clay,
porosity, and water saturation.

Petrophysical analysis on available well-log data
The well logs available for this study were put
through a detailed petrophysical analysis, which pro-
vided the volume fraction of individual minerals, such
as Viay, Vsana, and Vgpponate, along with the estimation
of porosity and water saturation. Having all of these
curves, crossplot matrix analysis was carried out in
which pairs of attributes, which could eventually be de-
rived from seismic data, were crossplotted, and color
coded with the property of interest (¢, V., and S,,).
Although the impact of water saturation on attributes
which could eventually be derived from seismic data
was not straightforward, it was apparent that P-imped-

LITHO-
AGE STRATIGRAPHY

LITHOLOGY

water-bearing are hard with respect to

w| sverem SERES

PLIOCENE

the shales. Similarly, Sleipner sandstones

MIOCENE

when water-bearing are found to be only
slightly harder and slightly softer when

CENOZOIC
TERTIARY

UTSIRAFM |-

‘SKADE FM

DRAUPNE
UPPER M

HUGIN FM

MESOZOIC

16/1-7

hydrocarbon-bearing than the Heather
Shale. The well curves exhibit higher

PALEOGENE |[NEOGENE

PALEOCENE [——rrrr

GRID FM

HEMOAL F

-
SLEIPNER P
M

MIDDLE . T ¥
| 16/1-298 16/1-7; 16/1-11; 16/1-6S

JURASSIC

16/1-298 DONLA

velocities and lower densities for the

sandstones and an opposite response
for shaly formations. Because the higher

UPPER

LOWER

SHETLAND
GP

STATFJORD
M

velocity and lower density counteract
each other, the acoustic impedance (the
product of velocity and density) is not a

CRETACEOUS

LOWER

CROMER KNOLL
GP

ween | TR 16/1-11; 16/1-228

TRIASSIC

MIDDLE | SMITH BANK
Y

LOWER

TAE | PERMAN | UPPER ZECH

reliable indicator of lithology in these for-
mations. The only exception is seen in

UPPER

izoic

DRAUPNE
M

well 16/1-7. Therefore, it was challenging
to characterize these multiple formations
simultaneously with poststack imped-
ance inversion.

Figure 2. Lithostratigraphy of the greater Utsira High area. The Upper Jurassic
Draupne and Heather Formations are the main source rocks for oil and gas.
Modified from Isaksen and Ledje (2001).
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ance and Vp/Vg could be used to extract information
about the main lithofacies (shale, sand, and carbonate)
and porosity. This observation suggested the applica-
tion of prestack impedance inversion, for which the
first step is the well-to-seismic ties and is discussed
next.

Well-to-seismic ties

Any seismic interpretation exercise begins with tying
seismic data with the available well-log control. The
edited well-log curves (shown in red in Figure 3) were
smoothed (shown in blue) by using a running average
smoother. For generating a synthetic seismogram, the
wavelet was extracted from the seismic data statistically.
The generated synthetic seismograms were compared
with the seismic traces at the well locations for the avail-
able wells. Figure 3 shows such a representative correla-
tion for well 16/1-22S. The synthetic seismogram (the
traces in blue) is shown correlated with the seismic
traces in red, and the correlation coefficient between
them was observed to be 0.806, which is reasonably good.

The correlation coefficient for the other wells was
also found to be good (in the range of 62%-81%), as seen
on the arbitrary line extracted from the seismic data
volume and passing through four wells as shown in Fig-
ure 4. The trajectory of the arbitrary line is shown on
the base map shown in the inset.

Preconditioning of prestack seismic data
The available prestack seismic data were carefully
conditioned to ensure that the amplitudes were pre-
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served such that their variation with offset/angle of in-
cidence can be used for quantitative interpretation. The
seismic gathers were put through processes, such as
muting, supergathering (3 x 3), band-pass filtering, ran-
dom noise filtering, and trim statics, and difference
plots were taken at each step to ensure that no seismic
signal was distorted or attenuated.

A useful quality control during preconditioning of
prestack seismic data is to ensure that the AVO/angle
of incidence remains unchanged, and how the different
reflection events on the processed gathers compare
with the modeled reflection events from well logs. To
accomplish this, gathers were modeled at well locations
with shear sonic curves available and compared with
equivalent gathers before and after preconditioning.
As shown in Figure 5, the modeled elastic gather at well
location 16/1-7 is shown compared to the real processed
seismic gather before and after preconditioning. The
high amplitudes on the far offsets (Figure 5a and 5b)
are the reflection amplitudes originating from beyond
the critical angles of incidence. Such amplitudes were
muted as shown in Figure 5c. In Figure 5d, we show the
variation of amplitude as a function of the angle of in-
cidence at a reflection event close to 1800 ms on the
modeled gather (indicated by the red bar), the input
gather (the blue bar), and the preconditioned gather
(the pale yellow bar). We note that the scattering of the
amplitude values after preconditioning is reduced, but
the overall gradient remains the same, which enhanced
our confidence in following adequate steps for data
conditioning.
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Figure 3. Well-to-seismic correlation for well 16/1-22S. The input well-log curves are shown in red, and their smoothed versions
are in red. The wavelet used for the generation of the synthetic trace was extracted from the seismic data using a statistical
process, and it is shown on top of the seismic segment. The generated synthetic traces are in blue, and they are shown correlated
with the equivalent seismic traces in red. A correlation coefficient of 0.806 is noticed between the two (data courtesy of TGS and

AGS, Norway).
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Offset-to-angle transformation

Because prestack simultaneous impedance inversion
is performed in the time-incidence angle domain, we
need to transform the seismic gathers from offset to
the angle of incidence domain. For this purpose, the fol-
lowing relationship given by Walden (1991) is used:

Vint X

VI2\IMO t Vsmooth xZ + ( Vsmooth tO ) 2

ey

where x is the source-receiver offset and V;, is the
interval velocity obtained from Vg, om, Which is the

spatially varying velocity derived by smoothing the
stacking velocities over a receiver cable length (Mukho-
padhaya and Mallick, 2011).

As can be seen from the above relationship, velocity
plays an important role in domain conversion. Thus, a
reliable velocity model is desired for extracting mean-
ingful information from AVO analysis or simultaneous
inversion.

Velocity model building
For the purpose mentioned above, either the seismic
velocity field derived from processing can be used, or a

Figure 4. An arbitrary line passing through different wells as indicated extracted from the stacked seismic volume. The synthetic
traces at the well locations are interfixed on the section, and a reasonable correlation is noticed (data courtesy of TGS and AGS,
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Figure 5. (a) Modeled elastic gather at well 16/1-7 generated using the same geometry as the field seismic data. (b) The equivalent
input gather at the location of well 16/1-7 and (c) the same gather in (b) after preconditioning. Note the enhancement in the signal-
to-noise ratio of the data. The variation of the amplitudes as a function of angle of incidence for the three gathers shown in

(a-c) (data courtesy of TGS and AGS, Norway).
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well-driven velocity field can be generated. Although
the seismic velocity provides spatial variation, it falls
short of capturing detailed information temporally. Dur-
ing processing, seismic velocities are usually picked
keeping an increasing trend in mind, so that the interval
velocities obtained after conversion and smoothing also
exhibit a smooth trend with increasing time. When such
an interval velocity field was used for the offset-to-angle
transformation and overlaid in color on
the seismic offset gathers, even in the
presence of sharp contrasting interfaces
in the subsurface, the angles of inci-
dence did not exhibit sharp changes.
In addition, it is not guaranteed that
seismic velocities would be horizon con-
sistent and would match with the mea-
sured well-log curves. However, the
well-driven velocity field exhibits de-
tailed information and is horizon consis-
tent, so it is preferred for domain
conversion. The usual practice for the
generation of a well-driven velocity
model is to smooth the available sonic
well-log curves and use one or more
of those curves for the generation of
the velocity field using extrapolation/in-
terpolation. Such interpolation/extrapo-
lation of velocity values is usually
guided by the picked horizon bounda-
ries. In cases in which more than one
well is used for model building, usually
an inverse distance weighted scheme or
a process such as kriging is used. Such
schemes could produce artifacts in the
form of artificial tongues of sharp
impedance changes that may not be geo-
logic and thus should be used with cau-
tion (Chopra et al., 2017).

It may be appropriately mentioned
here that the accuracy of well-driven
velocity model depends on the number
of wells used and the condition of hori-
zons used in the analysis. For a geologic
scenario exhibiting monotonous facies
with flat structures where horizons are
easy to track on seismic data, the
well-driven velocity field may work well.
However, for our area of interest, a sig-
nificant spatial variation of velocity was
evident and due to the complex struc-
ture, especially at the basement, most
of the horizons were not conveniently
pickable over the whole seismic volume.
Therefore, it was challenging to build a
reliable well-driven velocity model,
which honors well data and captures
the spatial variation without introducing
any artifacts associated with interpola-
tion/extrapolation. Besides, such a utes.
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velocity model should not be vulnerable to misinterpre-
tation. Thus, an alternative approach for velocity-model
building, similar to the one suggested by Ray and Cho-
pra (2016) that uses the well-log data and seismic data
for building a low-frequency model, was followed. In
their workflow, first a velocity field is generated using
a single well, and then the target log is modeled as its
linear combination with seismic-driven velocity and

Figure 6. (a) Workflow for generating the low-frequency model using multiat-
tribute regression. (b) Cross-validation analysis with the use of multiple attrib-



other attributes. This modeling yields a series of linear
equations, which are solved for obtaining a linear
weighted sum of the input seismic attributes in such
a way that the error between the predicted and the tar-
get log is minimized in a least-squares sense (Chopra
et al., 2018).

Knowing the limitations of a single well in capturing
the spatial variation of the velocity and challenges in
tracking seismic horizons, it was decided not to use an
initial model generated with well data. Instead, the seis-
mic velocity model was selected for being updated with
the help of multiattribute analysis because it was found
to be smoothly exhibiting the lateral subsurface geo-
logic trend. By doing so, an attempt was made to build
an integrated velocity model that would honor the well-
log data as well as the spatial variation of the seismic
velocity. Besides the seismic velocity model, the other
seismic attributes used in multiattribute analysis were
the relative acoustic impedance, amplitude envelope,
and two filtered versions of the input seismic data
(6/10-15/20 and 15/20-25/30 Hz) (Figure 6a). The cor-
rect number of attributes (four in this case) was deter-
mined by the cross-validation method (Hampson et al.,
2001). In this method, one well at a time is excluded
from the training set and the prediction error is calcu-
lated at that well. This process is repeated as many
times as there are wells, each time leaving out a differ-
ent well. If the correlation between the existing and the
predicted attributes is high, which happened to be the
case, there is more confidence in the analysis (Chopra
et al., 2017, 2018). The cross-validation analysis for the
different wells is shown in Figure 6b. On obtaining a
satisfactory analysis, the integrated velocity volume
was generated. Figure 7 shows an arbitrary line section
from this volume passing through different wells with
the seismic data overlain. Notice how well the final in-
tegrated velocity model exhibits the spatial as well as
temporal variations consistent with the overlaid well-
log curves. Although the integrated velocity model is
following most of the horizons, it is not sensitive to
misinterpretation of interpreted horizons, which lends
confidence in using this velocity field for the angle of
incidence computation. In Figure 8, we show the angle
information overlaid on conditioned gathers around

Figure 7. Integrated velocity model section im
along an arbitrary line with the seismic data
overlain. Although the temporal and spatial
variations seem to be captured, the final
velocity model is not vulnerable to interpreted
horizons highlighted with the dotted ellipse
(data courtesy of TGS and AGS, Norway).
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well 16/1-7 computed using the integrated velocity
model. Although the maximum angle of incidence that
can be used for AVO analysis or simultaneous inversion
seems to be at approximately 49° along a few strong
seismic events, it is less than 35° (Figure 8) otherwise.
Consequently, the quality of the far-angle stack required
for density estimation could be questionable.

After transforming the conditioned offset gathers
into angle gathers, the next step is to perform AVO
analysis and simultaneous inversion.

AVO analysis

Once the angle gathers are generated, there are differ-
ent ways of estimating AVO attributes such as the inter-
cept, gradient, P- and Sreflectivities, and other attributes
derived from them. All of these options were used and
analyzed. However, for the sake of brevity, they are ex-

Figure 8. Angle information overlaid on conditioned gathers
when the integrated velocity model is used. Sharp changes in
the angle of incidence are seen at prominent interfaces as ex-
pected. The range of the usable angle of incidence is seen to
be 49° at the prominent horizons, but it is much less at others
(data courtesy of TGS and AGS, Norway).
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cluded here because all of these parameters provide quali-
tative information associated with a particular interface
whereas we are more interested in interval properties
for quantitative interpretation. Therefore, simultaneous
inversion was preferred and is discussed next.

Prestack simultaneous impedance inversion

The inversion process begins with the low-frequency
models of P-impedance, S-impedance, and density,
which are used to generate the synthetic angle gather
when they are convolved with angle-dependent wave-
lets. These model impedance values are then iteratively
tweaked in such a manner that the mismatch between
the modeled angle gather and the real angle gather is
minimized in a least-squares sense. Thus, it is essential
to generate reliable low-frequency models of imped-
ances. Knowing that a strong correlation usually exists
between velocity and impedance, which happened to be
the case for our area of interest, the integrated velocity
volume discussed earlier got transformed into imped-
ance volumes.

For the seismic data at hand, because the frequency
content was found to be low (Figure 9b), it was ex-
pected to create problems in identifying individual
intervals of our interest because their thickness seems
to be lower than the seismic resolution. Usually, in such
cases, the basic output attributes lack the resolution
and thus any rock property attributes computed there-
from also suffer. In view of this, it was decided that the
available seismic data be spectrally balanced before
putting them through simultaneous impedance inver-

sion. The general workflow for prestack simultaneous
impedance inversion, including the desired spectral
balancing step, is shown in Figure 9a. We used the am-
plitude-friendly spectral balancing approach demon-
strated by Marfurt and Matos (2014) and Chopra
and Marfurt (2016). In this method, seismic data are
first decomposed into time-frequency spectral compo-
nents. Then, the power of the spectral magnitude,
P(t.f) =m(t.f)? is spatially averaged over all the
traces (j = 1, ..., K) in the data volume and in the given
time window, which yields a smoothed average power
spectrum, given by P, (¢.f). The peak of the average
power spectrum at time ¢ may be defined as
Ppeax(t) = maxy [P, (t.f)]. Using these definitions, the
flattened magnitude spectrum is computed as

P, peak (t) ?

m})al(t,f) B Pavg(tsf) + 8Ppeak(t) Em“’f)’ (2)

where ¢ is the prewhitening parameter. A conservative
value would be € = 0.04. For larger surveys that exhibit a
statistically more robust average spectra, one might use
values of ¢ = 0.01 for broadening the spectrum. How-
ever, as is the case with any such filter, the interpreter
needs to be cautious if the aggressive spectral balancing
by the method introduces ringing in the data. Such spec-
tral balancing is amplitude friendly because a single
time-varying operator is applied to the entire data vol-
ume (Chopra and Marfurt, 2016).

In Figure 10, we show the correlation of the synthetic
seismogram with the seismic data before and after spec-

Figure 9. (a) Workflow used for performing simultaneous impedance inversion using spectral balancing and structure-oriented
filtering of the data. Wavelets extracted from the different angle stack volumes and their frequency spectra (b) before and (c) after

spectral balancing.

8 Interpretation / August 2021



tral balancing for well 16/1-7. Note that the correlation
coefficient increases from 0.779 to 0.826, which is
encouraging. Again, to check on the amplitude variation
with angle, we pick amplitudes along an event on the
angle gathers comprising the near-, mid-1, mid-2, and
far-angle traces with a red bar on the gather before
spectral balancing and with a blue bar after balancing.
These amplitudes are then plotted as a function of the
angle of incidence as shown in Figure 11. Note that the
amplitude variation trends do not change, even though
the amplitude values are different after spectral balanc-
ing, which is expected.

The equivalent wavelets extracted from the same
time window before and after frequency balancing are
shown in Figure 9b and 9c. Prestack simultaneous imped-
ance inversion carried out with these wavelets and the
balanced near-, mid-1, mid-2, and far-angle stacks yield
higher resolution and thus lead to more accurate interpre-
tation. In Figure 12, we show an arbitrary line from the P-
impedance and Vp/Vg volumes obtained after balancing
of the near-, mid-1, mid-2, and far-angle stacks. Note the
crisper look of the events and their better standout seen
on the sections, which was not the case when angle
stacks were used without spectral balancing. Thus, the
spectrally enhanced angle gathers were then used in the
prestack simultaneous impedance inversion process, and
the P- and S-impedance attributes were obtained as the
products therefrom.

Then, we crossplot the inverted P-impedance versus
the inverted Vp/Vg as shown in Figure 13a for the arbi-
trary line passing through the indicated wells. After en-
closing the cluster points in three different polygons

Maximum correlation coefficient=0.779

suspected to be exhibiting shale, sand, and carbonate
lithologies, and backprojecting on the vertical section
as shown in Figure 13b, the individual lithologies can
be seen at different levels in gray (shale), yellow (sand),
and blue (carbonate).

Thus, by adopting a workflow that entails the gener-
ation of P-impedance, and S-impedance attributes and
examining them, we can interpret the lateral variation
in the lithologies. However, such a classification is a
qualitative way of extracting information about differ-
ent lithologies. To perform quantitative interpretation,

Figure 11. The AVO gradient analysis carried out on gathers
(a) before and (b) after balancing at well 16/1-11 is shown in
(c) along reflection events indicated by the red and blue bars.
Note that the amplitude trends have not changed after spec-
tral balancing (data courtesy of TGS and AGS, Norway).

Maximum correlation coefficient=0.826
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Figure 10. Well-to-seismic tie with (a) input stack data and (b) input stack data after spectral balancing. The frequency content
seems to have increased after spectral balancing (data courtesy of TGS and AGS, Norway).
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Figure 12. Inverted (a) P-impedance and
(b) Vp/Vg sections along the arbitrary line
passing through the indicated wells after
simultaneous inversion carried out after spec-
tral balancing of angle stack data (data cour-
tesy of TGS and AGS, Norway).

Figure 13. (a) Crossplot of the inverted
P-impedance versus Vp/Vg ratio along the ar-
bitrary line after spectral balancing. (b) Back-
projection of the datapoints enclosed in the
three polygons on the crossplot representing
the shale, sand, and carbonate lithologies on
the vertical arbitrary line section (data cour-
tesy of TGS and AGS, Norway).

10 Interpretation / August 2021



we take this exercise forward to gauge more informa-
tion in terms of fluid and the uncertainty associated
with the computed fluid/lithology attributes.

Extended elastic impedance application
Extended elastic impedance (EEI) is a useful tech-
nique for the determination of elastic and petrophysical
parameters of interest, and thus was adopted in our
analysis. Connolly (1999) introduces elastic impedance
as a generalization of the acoustic impedance for vari-
able angles of incidence, which in turn allows the inver-
sion of nonzero offset seismic data for fluid and
lithology prediction. But as the elastic impedance ap-
proach considers the angles of incidence in the narrow
0°-30° range (values taken by sin?@ in the equation
R(0) = A + Bsin? 0), it cannot predict some of the rock
properties. Whitcombe et al. (2002) attempt to get over
this limitation by making a variable change in that the
sin® @ term is replaced with tan y. By doing so, the chi
angle range is now extended from —-90° to +90°.
Although many of these angles are beyond the physi-
cally observable range of the angles of incidence, this
change allows for the computation of impedance at
these angles. As the authors demonstrate, the extended
elastic impedance at particular values of angle y is
found to correlate with some petrophysical reservoir
properties (water saturation, porosity, and volume of
clay) as well as elastic properties (bulk
modulus, lambda, mu, etc.) which are
usually sought for reservoir characteri-
zation. A salient point that may be borne
in mind, though, is that the new variable
(x) is not the actual angle of incidence
but may be considered as an indepen-
dent variable that is used for computing
the extended elastic impedance.
Because EEI numerically trans-
formed impedances are correlated with
desirable V,,, and effective porosity
log curves for different values of the
chi angles, the correlation coefficients
are plotted for the four different wells
in different colors as shown in Figure 14.
We notice that there is no single maxima
indicated by the positive correlation co-
efficients for V., (Figure 14a); simi-
larly, there is no single minima seen
on the negative correlation coefficients
for porosity (Figure 14b) among the dif-
ferent wells. The values of the singular
angles for these properties allow their de-
termination from seismic data through
the application of Zoeppritz equations
on seismic angle gathers. We decided to
take an average value of y for the two
properties and go ahead with their com-
putations and check on their prediction
accuracy. In Figure 15a, we show a com-
parison of the scaled V., curve (red)

computed via EEI with the V ,, curve (blue) generated
using petrophysical analysis for well 16/1-7. Note the
large mismatches in most of the intervals of
interest. A similar comparison for well 16/1-22S is shown
in Figure 15b, which again exhibits unacceptable mis-
matches in the different intervals of interest. On cross-
plotting EEI computed V,, curves with similar
petrophysical curves for all four wells, a poor correlation
(approximately 15%) was noticed. Consequently, we
abandoned this computation and decided to proceed
with the multiattribute analysis for these properties,
which we describe next.

Multiattribute analysis for the computation of
volume of clay, porosity, and water saturation
Multiattribute regression analysis has been applied
in various geophysical problems (Hampson et al.,
2001; Leiphart and Hart, 2001), and it has also been de-
scribed in the previous section on generation of the low-
frequency model. In such an approach, a nonlinear re-
lationship is determined between the available seismic
attributes and the desired petrophysical property at the
location of a well. The determined relationship is then
used to predict the desired property away from the well
control. In the case at hand, first the multiattribute re-
gression analysis was used to predict the volume of clay
(Viay) volume. The available input attributes were the

Figure 14. The y angle estimation for (a) V .,y and (b) porosity. (¢) Comparison
of EEI_39 and V,, at well 16/1-7.
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Figure 15. Comparison of predicted V., using extended
elastic impedance (red) and V ,, curve obtained through pet-
rophysical analysis (blue) for wells 16/1-7 and 16/1-22S. Sig-
nificant mismatches are seen in many intervals.

Figure 16. An arbitrary line section extracted from the (a) V .,y and (b) effective
porosity volumes predicted using multiattribute analysis (data courtesy of TGS

and AGS, Norway).
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relative acoustic impedance; the P-impedance and S-
impedance obtained from simultaneous impedance in-
version; and the derived attributes such as lambda-rho,
mu-rho, and Poisson’s ratio volumes. Using the avail-
able wells and the input attributes, the optimal number
of attributes and the operator length were selected us-
ing a cross-validation criterion as described earlier. An
operator length of five samples exhibited a minimum val-
idation error with four attributes. These attributes were
the P-impedance, S-impedance, Poisson’s ratio, and mu-
rho. The correlation between the computed V ,, curve
and the predicted curve was 86%.

After training, the validation process was followed,
which showed a correlation of 80% at the well locations.
A representative arbitrary line section from the pre-
dicted V .,y volume and passing through four wells is
shown in Figure 16a. The computed V,, curves based
on petrophysical analysis are inserted in the display as a
variable color log. A good match is seen, which enhan-
ces our confidence in the analysis. A lateral variation of
V aay is noticed in different intervals of interest.

A similar analysis was carried out for computation
of the effective porosity volume. Figure 16b shows the
display from the porosity volume equivalent to the
arbitrary line display from the V ,, volume shown in Fig-
ure 16a. Again, a reasonable match between the inverted
porosity and the inserted well-log curve computed based
on petrophysical analysis is noticed,
which is encouraging. A representative
crossplot from the predicted V,, and
porosity volumes along an arbitrary line
that passes through different wells is
shown in Figure 17. The crossplot in Fig-
ure 17a is from the four wells shown on
arbitrary line displays over our broad
zone of interest and color coded with
Vay- An equivalent crossplot from the
multiattribute analysis is shown in Fig-
ure 17b. A striking similarity is seen be-
tween the two crossplots, which lends
confidence in the approach that has been
used.

Moreover, on examining these two
volumes simultaneously, we can differ-
entiate between tight carbonate, shale,
and high-porosity sand. To map these fa-
cies spatially at different levels, horizon
slice displays from these two volumes
close to the Heimdal and Draupne levels
are shown in Figures 18 and 19, respec-
tively. On these displays, the low values
of V,y (the yellowish color) might be
associated with tight or porous sand
as well as carbonate. However, consid-
eration of the porosity volume along
with V,, makes it possible to differen-
tiate among different facies. For exam-
ple, if we consider the V., map
shown in Figure 19a, we can track non-
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Figure 17. (a) Crossplot of V., versus
porosity for well data (number of wells 4) over
the zone of interest color coded with V.
(b) Equivalent crossplot generated from the
computed petrophysical volumes. A striking
similarity between the two crossplots lends
confidence in the inverted attributes (data
courtesy of TGS and AGS, Norway).

Figure 18. Horizon slices from (a) Vj,, and
(b) porosity volumes averaged over a 15 ms
window above the Heimdal horizon (data
courtesy of TGS and AGS, Norway).

Figure 19. Horizon slices from (a) V., and
(b) porosity volumes averaged over a 20 ms
window above the Draupne horizon (data
courtesy of TGS and AGS, Norway).

Figure 20. Interpretation of lithoclassifica-
tion based on the well-log porosity and vol-
ume of clay of four wells by restricting their
values. The probability density functions for
the individual clusters are also shown over-
laid.
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shaly facies (sand/carbonate) by following the yellow-
ish color. Furthermore, porous sand facies (highlighted
with the blue polygon) can be differentiated from the
adjacent tight carbonate facies when the porosity
map is analyzed.

Facies determination using Bayesian classification

Instead of analyzing porosity and V., volumes si-
multaneously, a single facies volume can be generated
by defining different cutoffs of these two volumes for
the individual facies. For example, based on the high
and low values of porosity and V ,y, respectively, four
different facies can be defined in the crossplot space
(Figure 17b). Needless to say, such an effort for defining
different facies over our zone of interest using different
polygons is subjective and can be updated with addi-
tional information. It is also possible that a wide range
of values within each polygon may not represent the
same facies. Understandably, the cluster points closer
to the center within each polygon for the same facies
should be more probable than the points away from
the center. Consequently, an approach that accounts
for the uncertainties associated with reservoir charac-
terization in the different facies needs to be followed.
One way of achieving this is with the application of
the Bayesian classification approach, which yields a fa-
cies model reflecting the quality of the lithounits with a
related uncertainty analysis.

With this information in mind, a fruitful discussion
with a geologist and petrophysicist was carried out to de-
fine the different facies which make geologic sense based
on the cutoffs of porosity and V ,,. The interpretation of
these different updated restricted-value polygons is ex-
hibited in Figure 20 in terms of their lithoclassification
as seen on the legend in the inset. The probability density
functions for these individual clusters were generated
using Gaussian ellipses (Do, 2008) and are also shown
overlaid in different colors. Based on all of this, the in-
terpretation of the lithocolumns for the different wells
is shown in Figure 21.

To gain confidence in the interpreted lithocolumns,
they were compared to the facies classification that was
defined by the petrophysicist independently, based on
the computed individual mineral constituents and
porosity for the four wells (16/1-7, 16/1-22S, 16/1-11,
and 16/1-6S). A representative correlation of the gener-
ated facies with the interpreted lithology for well 16/1-7
is also shown in Figure 21 (left track), which seems to
match reasonably well (sandstone in the Grid and
Heimdal Formations, carbonate in the formation above
Draupne, and shale in the Draupne Formation). Such a
good correlation was found for the other wells also and
lent confidence to our analysis.

As stated above, the probability distribution functions
(PDFs) were generated from the Gaussian ellipses in Fig-
ure 20 and were used later for computing the facies from
the inverted porosity, V,, attributes. An arbitrary line

Figure 21. Interpretation of lithoclassification based on the V,, and porosity curves on four wells. A representative correlation
with the petrophysical interpretation for well 16/1-7 is also shown, which looks promising.
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passing through the four wells and shown in the earlier the grid marker (Figure 24a) and the other 10 ms above

displays was extracted from the generated facies vol- the Heimdal marker (Figure 24b). The spatial distribu-
umes and shown in Figure 22. The Gammarray (GR) tion of the facies information seems convincing and
log curves are overlain on the display. This plot depicts matches the status of the wells overlaid on the displays
useful facies information as indicated in the legend and at the respective levels. Such a facies distribution is

that correlated well with the overlaid log
curves. Note the existence of carbonate
facies at the level of above the Draupne
Formation in the eastern side of dis-
played section, which tend to match very
well at the location of well 16/1-7. Simi-
larly, clean, porous sandstone can be
seen in the Heimdal Formation. The pres-
ence of thin, porous sand as well as mi-
croporous mudstone within the Grid
Formation and compacted mudstone at
the level of Draupne and above the Heim-
dal Formation makes geologic sense.

The probability of occurrence of dif-
ferent facies was also computed from
the PDFs generated earlier, and the
two equivalent arbitrary line displays
are shown in Figure 23, for clean,
porous sandstone facies (Figure 23a)
and porous thin sandstones facies (Fig-
ure 23b). Although the red color shows a
high probability of being a particular fa-
cies, the low probability is highlighted
with the blue color.

Furthermore, to map the different
facies spatially, the two stratal slices are
shown in Figure 24, one 100 ms above

Figure 23. An arbitrary line section extracted from the maximum probability
volume computed for (a) clean, porous sandstone and (b) porous, thin sandstone
facies (data courtesy of TGS and AGS, Norway).

Figure 22. An arbitrary line section extracted from the facies volume generated from the inverted petrophysical attributes and the
computed facies. The facies information in the different intervals seems to be much better refined that the information depicted on
the equivalent section in Figure 20 (data courtesy of TGS and AGS, Norway).
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Figure 24. Stratal slices extracted from the fa-
cies volume (a) 100 ms below the Top Grid Porous Ton Sndsons |
marker and (b) 100 ms above the Top Heimdal  a) Crosslines b) Crosslines g R
(probable Heimdal) marker. The spatial distri- i »

bution of the facies information seems convinc-
ing and matches the information available from
the well data (data courtesy of TGS and AGS,
Norway).

Inlines
Inlines

& ¢
100 ms below the Top Grid horizon 100 ms above the Top Heimdal (probable
Heimdal) horizon

Figure 25. An arbitrary line section extracted
from the water saturation volumes predicted
using multiattribute analysis. A reasonable
match is noticed between the predicted and
overlaid well-log curves (data courtesy of
TGS and AGS, Norway).

Figure 26. (a) Ten stratal slices generated be-
tween the Heimdal and Draupne markers
shown on an inline section from the seismic
data volume. Stratal slice displays close to
the Draupne marker extracted from (b) Vjy,
(c) porosity, and (d) water-saturation volumes.
The lateral variation of the properties seen on
these displays look promising (data courtesy of
TGS and AGS, Norway).
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very helpful because it indicates the prospective zones
that could be exploited at the different levels of interest
by following the criteria of relatively low water satu-
ration.

As mentioned earlier, the impact of water saturation
on seismically derived attributes is not straightforward
and needs to be analyzed for individual lithofacies. For
doing so, the relatively low impedance or Vp/Vg along
with other attributes within the individual lithofacies
might be indicative of hydrocarbon-bearing pockets that
could be picked up for more scrutiny and interpretation.
Alternatively, multiattribute analysis can be followed to
predict the water-saturation volume. Figure 25 shows
the display from the water-saturation volume equivalent
to the arbitrary line displays from the V,, and porosity
volumes shown in Figure 16a and 16b. A reasonable
match between the predicted water saturation and in-
serted well-log curves is noticed, which is, again, encour-
aging. Having the water-saturation volume, it can be used
along with the lithofacies volume or the V ,, and porosity
volumes.

In Figure 26, we show the stratal displays in 3D per-
spective mode at a level just above the Draupne marker
from the Vg, (Figure 26a), effective porosity (Fig-
ure 26b), and water saturation (Figure 26c) computed/in-
verted volumes. The lateral variation of the properties
seen on these displays look promising. The facies and
the petrophysical attribute volumes generated from seis-
mic data when interpreted carefully will prove useful for
the location of future wells to be drilled in the area.

Conclusion

The application of prestack simultaneous impedance
inversion on the available seismic data volume over the
Utsira High yielded useful attributes (P-impedance and
S-impedance). We attempted to estimate the petrophys-
ical parameters (the volume of shale, porosity, and
water saturation) from them using extended elastic
impedance. This method did not yield encouraging re-
sults; thus, we turned to our backup plan of using multi-
attribute regression analysis to generate petrophysical
properties for the broad zone of interest comprising
different lithointervals. This analysis was coupled with
a Bayesian classification approach, which provided a
workflow for defining different facies in the intervals
of interest, and the results look promising. The inte-
grated interpretation of these facies attributes as well
as the petrophysical property data volumes are ex-
pected to be a valuable aid for future drilling in the area.
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